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Optimization Notice 
Optimization Notice 

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for 
optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, 
and SSE3 instruction sets and other optimizations. Intel does not guarantee the availability, 
functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel.  
 
Microprocessor-dependent optimizations in this product are intended for use with Intel 
microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel 
microprocessors. Please refer to the applicable product User and Reference Guides for more 
information regarding the specific instruction sets covered by this notice. 
 
Notice revision #20110804  
 

* Other names and brands may be claimed as the property of others. Copyright © 2014 Intel 
Corporation. All rights reserved. 
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•  Do we need new metrics to improve energy efficiency? 
•  Summary 
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Initial Thoughts on Metrics 
Why Metrics? 
• We can’t manage what 
we don’t measure 

• Trends over time 
• Comparisons between 
clusters or data 
centers 

• Regulations 

What makes a good metric? 
• Simplicity 
 
• It matters 
 
• Measureable 
 
• Actionable 
 



PUE - simple and effective 
   
•  Introduced in 2006 by Malone and Belady 
•  Developed and agreed to by EU Code of Conduct, DOE, EPA, Green Grid, 

ASHRAE, etc… 
•  Has led Energy Efficiency drive in Data Centers 
•  𝑃𝑈𝐸= 𝑇𝑜𝑡𝑎𝑙  𝐷𝑎𝑡𝑎  𝐶𝑒𝑛𝑡𝑒𝑟  𝐴𝑛𝑛𝑢𝑎𝑙  𝐸𝑛𝑒𝑟𝑔𝑦/𝑇𝑜𝑡𝑎𝑙  𝐼𝑇  𝐴𝑛𝑛𝑢𝑎𝑙  𝐸𝑛𝑒𝑟𝑔𝑦  

•  PUE Average in 2007 ~ 2.2 
•  Best in Class  : 

NREL= 1.06,     Facebook, Prineville = 1.07 
NCAR 1.1,  LRZ= 1.15  

ORNL= 1.25       

Source: various and Based on 2013 data 



PUE Definition 



You can only improve what you 
can measure 
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Source: Machine Learning Applications for Data Center Optimization 
Jim Gao, Google 



ITUE & TUE 
•  Power Usage Effectiveness 

(PUE), has been successful in 
improving energy efficiency of 
data centers, but it is not perfect 

•  PUE does not account for the 
power distribution and cooling 
losses inside IT equipment 

•  ITUE (IT-power usage 
effectiveness), similar to PUE but 
“inside” the IT  

•  TUE (total-power usage 
effectiveness) combine PUE and 
ITUE for total efficiency picture 
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ISC 2013 Best 
Paper Award 



ITUE 

𝐼𝑇𝑈𝐸=   𝑡𝑜𝑡𝑎𝑙  𝑒𝑛𝑒𝑟𝑔𝑦  𝑖𝑛𝑡𝑜  𝑡ℎ𝑒  𝐼𝑇  𝑒𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡/𝑡𝑜𝑡𝑎𝑙  𝑒𝑛𝑒𝑟𝑔𝑦  𝑖𝑛𝑡𝑜  𝑡ℎ𝑒  𝑐𝑜𝑚𝑝𝑢𝑡𝑒  𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 
= 𝑔/𝑖  

Wall

Cooling
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TUE 

𝑃𝑈𝐸= 𝑇𝑜𝑡𝑎𝑙  𝐸𝑛𝑒𝑟𝑔𝑦/𝐼𝑇  𝐸𝑛𝑒𝑟𝑔𝑦 =   𝑎+𝑏/𝑑  𝐼𝑇𝑈𝐸= 𝑇𝑜𝑡𝑎𝑙  𝐸𝑛𝑒𝑟𝑔𝑦/𝐶𝑜𝑚𝑝𝑢𝑡𝑒  𝐸𝑛𝑒𝑟𝑔𝑦 =   𝑔/𝑖  

𝑇𝑈𝐸=𝐼𝑇𝑈𝐸×𝑃𝑈𝐸=   𝑎+𝑏/𝑖  

Jaguar  
ITUE = 1.49 
TUE = 1.86 



Green 500 
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To raise awareness to  
performance per watt and 
energy efficiency  
 
Encourage fair use of the 
list rankings  
to promote energy efficiency 
in HPC 
computing systems 
 
Raised the bar for Level 1 

Source: greeen500.org 



Going Beyond Power – From 
The Green Grid 
•  CUE – Carbon Usage Effectiveness 
•  Measuring the impact of carbon usage in the operation of data centers. 

 
•  WUE – Water Usage Effectiveness 
•  Measuring the impact of water usage in data centers. 
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𝐶𝑈𝐸= Annual  C02  Emissions  by  Total  Datacenter  Energy/𝐼𝑇  𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡  𝐸𝑛𝑒𝑟𝑔𝑦  

𝑊𝑈𝐸= Annual  Site  Water  Usage/𝐼𝑇  𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡  𝐸𝑛𝑒𝑟𝑔𝑦  

Source: thegreengrid.org 



Facebook – Real time – pUE, 
WUE 
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Quick Survey 
• Raise your hand if you are measuring PUE 
in your datacenter? 
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Quick Survey 
• Raise your hand if you are measuring PUE 
in your datacenter? 

• Raise your hand if you are measuring ITUE/
TUE in your datacenter? 
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Quick Survey 
• Raise your hand if you are measuring PUE 
in your datacenter? 

• Raise your hand if you are measuring ITUE 
in your datacenter? 

• Raise your hand if your system in  
Green500 list at Level 3? 
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Trends: Cores and Threads per 
Chip 
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Source: SICS Multicore Day’ 14 
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Source: SICS Multicore Day’ 14 
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Source: SICS Multicore Day’ 14 



Significant  improvement  in  Power  efficiency

System	  
Feature	  

LRZ	  Phase	  
1	  Details	  	  

LRZ	  Phase	  
2	  Details	  

Trinity	  
Details	  

Aurora	  
Details	  

Year	   2012	   2015	   FY	  
2015/16	  

2018	  

Performan
ce	  -‐Pflop/s	  

3.2	   3.2	   42.2	   180	  

#	  of	  Nodes	   9216	   3096	   >19,000	  
(Haswell,	  
KNL)	  

>50,000	  

Power	   2.3	  MW	   1.1	  MW	   <	  10	  MW	   13	  MW	  

System	  
Power	  
Efficiency	  
(GFlops/
WaR)	  

1.4	   2.9	   4.2	   13.8	  

LRZ	  SuperMUC	  System	  

Past	   2015/16	   Future	  

Source: lrz.de 

Phase	  2	  
Phase	  1	  

Note:	  not	  an	  official	  Intel	  
projec\on	  
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challenges in measuring 
energy efficiency metrics 
• Not enough infrastructure instrumentation 
• Shared resources such as network, storage 
• Accuracy 
• Polling frequency 
• Lack of awareness of existing IT based 

instrumentation 
• Gaps in procurement processes driving the right 

behavior 
24 



Enhanced Power Monitoring 
•  We have to balance between what’s possible and what's 

needed.  If we did full on accuracy everywhere and sampled it 
at high frequency for a large system, cost will increase 
dramatically and managing the generated data will be a huge 
challenge. 

•  From Procurement document 
•  Internal Sampling Frequency (Ex:) 

•  Node Level Measurement  ≥ 10000 per second 
•  Component Level Measurement ≥ 1000000 per second 

•  Faster polling rate increases cost 
•  Accuracy 
•  Higher accuracy increases cost 
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Upcoming new Usage Models 
•  Site Power Cap 
•  Several reasons 

•  Peak Shedding 
•  Reduction in renewable energy  

•  Power rate of change 
•  Ex: Hourly or Fifteen minute average in platform power should not 

exceed by X MW. 
•  Controlled Power Ramp up/down 
•  What happens when a large job finishes? Crashes? 

•  Enhance monitoring 
•  Green500, system optimization requires detailed monitoring 

•  Forecasting Energy Demand 
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Do we need new metrics to 
improve energy efficiency? 
•  Current metrics such as PUE, ITUE & TUE, WUE, CUE, ERE, Green500 

are good metrics to raise awareness, improve energy efficiency at data 
center and System. 

•  Significant improvement in Energy Efficiency at System Level 
•  2012 – 1.4 Gflops/Watt 
•  2018 – 13.8 Gflops/Watt (Projected) 

•  Do we need more metrics? or use the data and metrics we already have? 
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What can be done to further  
improve energy efficiency? 

•  Lot of power management and monitoring capabilities already available at CPU and at 
System Level 

•  Need more training and awareness to get the richness of what is already available 
today 

•  We are already collecting lot of data. Still a gap between facility data and IT data. We 
need to bridge that gap. 

•  Manually merging this data is not a viable option for new usage models. 
•  Peak Shedding, power ramp control, power projection usage models need data from 

both Facility and IT to improve TCO and to improve EE. 
•  Green500 have a common method for the denominator (how to measure energy) that 

can and should be expanded to other benchmarks like HPCG 
•  New usage models may require newer metrics 
•  System power limit – How to measure energy efficiency during power limit? 

•  Green 500 measures energy efficiency during normal operation. 
•  One option may be to modify Green 500 to include this. 
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summary of Site and System 
Metrics and Capabilities 

Ex: System 1 Ex: System 2 Ex: System 3 
PUE 1.4 1.3 1.2 
ITUE 1.5 1.4 1.3 
Green 500 Level 1 Level 2 Level 3 
System  & Node Power 
Monitoring 

Yes Yes 
 

Yes 
 

System & Node Power 
Limiting 

Yes Yes 

Job Power Limiting Yes Yes 
Shared resources 
power monitoring 

Yes 

Power ramp control Yes 
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One Stop shop to understand metrics and capabilities of top systems 
EE HPC WG may be a good place to maintain this 
Raise awareness and promotes energy efficiency 
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Summary 
•  Current Metrics 
•  PUE – Industry wide adoption 
•  ITUE – Call to action – Ask for ITUE during procurement 
•  Green500 – Promotes energy efficiency 

•  Significant improvement in CPU and System Energy Efficiency 
•  More training and awareness on power management and 

monitoring capabilities 
•  Merge Facility & IT data 
•  One Stop shop to understand metrics and capabilities of top 

systems to raise awareness and promote energy efficiency 
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