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NPCF 
•  LEED GOLD CERTIFIED 
•  2010 MARCH  
•  BLUE WATERS BUILD 2012 
•  24 MW 
•  5,400 TONS 
•  COOLING TOWERS 
•  20,000 SQ. FT. RAF (1.858 M2) 
•  87,915 SQ. FT. TTL  (8.167 M2) 
•  4.5 ACRES SITE    (18.210 M2) 
•  F3 TORNADO PROOF 
•  DRY AND WET SPRINKLERS 
•  PUE 1.08 TO 1.215 
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BLUE WATERS   
•  288 CRAY CABINETS 
•  26,864 COMPUTE NODES 
•  >49,000 AMD CPUS 
•  405,248 CPU CORES 
•  4,224 NVIDIA KEPLER GPUS 
•  1.5 PETABYTES RAM 
•  25 PETABYTES STORAGE 
•  13.34 PETAFLOPS 
•  72 XDP COOLING UNITS 
•  >95% LIQUID COOLING 
•  PEAK >3,500 TONS, 13 MW 
•  TAPE LIBRARY 300 PETAB 
•  100K MBS EXT NET SPEED 
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Metrics 

•  Metrics measure performance and activities 
 
•  Utilities and Building Systems 

•  Compute Systems 

•  Short Term and Long Term Objectives 
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Real Time Metrics 

•  https://bluewaters.ncsa.illinois.edu 

•  http://isce.ncsa.illinois.edu/PwrConsole.php 

•  http://isce.ncsa.illinois.edu/powerSummary.php 
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POWER 
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Node Usage and Electricity Demand 
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8” Strainers Serving Blue Waters XDP HXs 
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Availability 
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Building Components 

•  Utilities:  Electrical, Cooling, Humidification 
•  Computing Equipment (Machine) Rooms 
•  Controls, BAS and Compute Management 
•  Networking  
•  Security, Physical and Cyber 
•  Receiving, Processing, Recycling 
•  Physical Storage 
•  Personnel Areas 
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Facility Operation Concerns 

•  Adaptability – Utilities design 
•  Energy Consumption and Efficiency 
•  Metering and Energy Consumption Data 
•  Controls Systems Integration 
•  Preventive Maintenance and Outage Scheduling 
•  Connectivity, Networking and Speed 
•  Reliability aka “Up Time” 
•  Notification Procedures (based on metrics) 
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Lessons Learned 

•  Early Identification of problems is critical (Metrics 
help with this) 
•  Valve position data and Strainer DP data indicate 

condition and status of cooling system 
•  Cabinet level data provides early warning 
•  Electricity Meters and Dashboard also provide 

early warnings 
•  Visual, Audible, and Olfactory Cues + Experience 

 (the Bonus Metrics) 
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Lessons Learned 
•  Automation and Controls provide Metrics Data 

•  Differential Pressure sensors:  strainer 
maintenance costs reduced, improved pump 
utilization and saves energy and $s 

•  Alternate Cooling Strategies Integration 
•  Evaporative Cooling Towers reduce cooling costs 

by more than 50% and improving PUE 
•  Electricity Metering and Metrics 

•  Metering at panel level rather than circuit level 
saves time, lower capital cost, but less granularity 

•    
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Blue Waters Active Jobs Metric 
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             QUESTIONS 
 
  http://www.ncsa.illinois.edu 
 

THOMAS DURBIN, P.E., LEED AP 
217-333-4024 office 
217-260-9559 cell 
tedurbin@illinois.edu 
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