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Monitoring and improving application energy
efficiency
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The problem we solve. ORTS x FORGE

Today: what can we do with Active research: energy-aware
application-level energy scheduling, superoptimizing
profiling? compilers, ...

Background: why am | here?

(and other important life
questions)
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The problem we solve

From climate modeling to astrophysics, from financial
modeling to engine design, the power of clusters and

supercomputers advances the frontiers of knowledge

and delivers results for industry. Writing and depioying
software that exploits that computina power is a

allinea
PERFORMANCE
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How well do your appliications exploit your hardware?
Allinea Performance Reports are the most effective
way to characterize and understand the performance
of HPC application runs.

P allinea
X FORGE

Allinea Forge is the complete tool sute for software
development - with everything needed o debug,
profile, optimize, edit and build appications for high
performance.

High-performance
oftware tools for

HPC

B Performance

B Reliability

Why am | B Ease of use

here?
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Allinea Forge: Development Tools allinea

Fle Edit [View Control Tools Window Help

Q

Fold all A5~ -
- L1 unfodal
b Threads Together HU TH B
alllnea DEVELOPER TOOLS PERFORMANCE REPORTS TRIALS PURCHASE SUPPORT RESOURCES NEWS EVENTS COMPANY u arter
Decrease zoom Ctri+-
Reset zoom ctri+o
————— hve openmpcd | Locals  CurrentLi.. | Currents.
d b Show whitespace Alt+. time_mpi_stop(); Current Line(s) 8x
DEVELOPERS allinea o spit “ ap [eisbenome  wae
s = C— =
( S Horizonta plit prag Totart w08
THE INDUSTRY S FORGE Vet
tpragna
STANDARD HPC C#+ AND A
F90 DEVELOPMENT SUITEg
. = f 5 <1 mm tpoir
mainint arge, char **arg newvallj
output mastertuoid) - vo s
output_workers(void) : vc cmarn il o
g reduce printiconst char | ,
THE WORLD'S MOS;} time_mpi_start : void
time mpi stop : vod
update(int left, int right)
ANALYSTS cod ,
APPLICATION ANALYTICS ’ ; '
FOR HPC CLUSTERS allinea . stesat . o
MAP T — i Tt | Mype: none selected
nputioutputs | Breakpants | Wakchponts  Stacks | Tacepoints | Facepoimt Output | Logbook | [Evaluate X3
Stacks 8 x [Expression [value |
. . — > Gnewal  —000
allinea allinea A allinea ~ fan =
PERFORMANCE T
The problem we solve... REPORTS FORGE
From e odeiag 0 askophysics, Fom snadcil How wel o your appkcaions expio your andeare? Ainea Forge s the oo oo ke fo sofre
‘modeling to engine design, the power of clusters and Allinea Performance Reports are the most effective development - with everything needed to debug,
supercomputers advances he fontes of nowledge: Way 0 characterze and understand the performance profie, optimize, it and bukd appications for igh
ana elivers resutsfo industy. Writing and depkoying of HPC appication runs perionmance. =
software that exploits that computina power is a s
File Edit View Window Help
Hide Metrics...

Profiled: wave openmp on 1 process, 4 cores (4 per process) Started: Fri Nov 7 10:26:34 2014 Runtime: 305

Application activity

CPU floating-point (%)
o (145av)

Memory usage (k8)
44663 - 72221 (68.908avg)

Metrics,|_Select Al

6:34-10:27:04 (29.9755): Main thread compute 14 %, OpenMP 21 %, Overhead 64 %, Sleeping © % | CPU floating-point 14.5 %; Memory usage 68,908 ki

For debugging
and profiling [EEESESE |
codes M

Input/utput | Project Files  Stacks | OpenMP Regions |

Stacks

Time [P [overhead [ Function(s) on line Source Position |
2 wave_openmp [program]
&/ main

Wwave_openmp.c:324
wave openmp.c:357

Elupdate

1.0% [ 1000 TR 100

sz.as NI W00 5 update..omp_n.0.constprop.1  frragms Tatue. Wave_openmp.c:213
2625 NI INENL 1T crevait Wave_openmp.c:229
ol I W omp.in_final toraama vatue. wave openmp.c:213
0.5% I | @3 others

01%| ather
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The problem we solve...

From climate modeling to astrophysics, from financial
modeling to engine design, the power of clusters and
supercomputers advances the frontiers of knowledge
and delivers results for industry. Writing and depioying
software that exploits that computina power is a

allinea
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How well do your appliications exploit your hardware?
Allinea Performance Reports are the most effective
way to characterize and understand the performance
of HPC application runs.

INCREASE APPLICATION PERFORMANGE allinea

MAP

P allinea
X FORGE

Allinea Forge s the complete tool suie for software
development - with everything needed to debug,
profie, optimize, edit and buid appications for high
performance.

For monitoring

and tuning
applications
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mpiexec -n 4 ./wave_c 8000

4 processes, 1 node (4 physical, 8 logical cores per node)
kaze

Fri Oct 17 17:00:27 2014

30 seconds (1 minute) N

2.1 Ghz CPU frequency

Summary: wave_c is CPU-bound in this configuration

cPU " Time spent running application code. High values are usually good.
PU sosos [ 1 gk check i Gou peromance st for opimizaton dvie

» Time spent in MPI calls. High values are usually bad.
MPI 114% . This is very low; this code may benefit from increasing the process count.
, N Time spent in filesystem 1/O. High values are usually bad.
11O oo% This is negligible; there's no need to investigate /O performance.
This application run was CPU-bound. A breakdown of this time and advice for investigating further is in the CPU section below.

As very little time is spentin P! calls, this code may also benefit from running at larger scales.

CPU

A breakdown of the 88.5% CPU time:
Single-core code  100.0% I
Scalar numericops  22.4% Wl
Vector numeric ops  0.0%

Memory accesses  77.6% [N

MPI

A breakdown of the 11.4% MPI time:

Time in collective calls 3.1%
Time in point-to-point calls 96.9%

|
|
Effective process collective rate 31.7kels 1
Effective process point-to-point rate 269 kB/s [N

The per-core performance is memory-bound. Use a profiler to identify Most of the time is spent in point-to-point calls with a very low transfer

time-consuming loops and check their cache performance

No time is spent in vectorized instructions. Check the compiler's

rate. This suggests load imbalance is causing synchonization overhead;
use an MPI profiler to investigate further.

vectorization advice to see why key loops could not be vectorized.

110

A breakdown of the 0.0% I/O time:
Time in reads 0.0%
Time in writes 0.0%

Effective process read rate  0.00 bytes/s

Effective process write rate 0.0 bytes/s

No time is spent in 1/O operations. There's nothing to optimize here!

Threads

A breakdown of how multiple threads were used:
Computation %
Synchronization 0.0% |
Physical core utilization 0.0% [N
Involuntary context switches per second 18 |

No measurable time is spent in multithreaded code.

Memory

Per-process memory usage may also affect scaling: A breakdown of how the total J energy was spent:
Mean process memory usage  49.7 MB [N CPU %

Peak process memory usage  53.6 MBI Accelerators %

Peak node memory usage 24.0% W Peak power ow

The peak node memory usage is very low. You may be able to reduce Mean power w

the amount of allocation time used by running with fewer MPI processes

and more data on each process.

The is responsible for all measured energy usage. Check the CPU
breakdown section to see if it is being well-used

Note: system-level measurements were not available on this run.
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The problem we solve... REPORTS X FORGE

From climate modeling to astrophysics, from financial
modeling to engine design, the power of clusters and
supercomputers advances the frontiers of knowledge
and delivers results for industry. Writing and depioying
software that exploits that computina power is a

How well do your appliications exploit your hardware?
Allinea Performance Reports are the most effective
way to characterize and understand the performance
of HPC application runs.

Allinea Forge s the complete tool suie for software
development - with everything needed to debug,
profie, optimize, edit and buid appications for high
performance.
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System-level energy profiling

Future system planning

Understanding of peak load
characteristics

CPU clock speed / turbo boost

What does
system-|level
profiling
change? >

Use of accelerators
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Application-level energy profiling

Show trapped capacity per application run

Base operational requirements on key
application behavior

Job size and node placement

e 5143357 Connected to: mark @two, vieldthoudht.com:443 | 2 Main Thread View |

What does
application-
level profiling

Predictive scheduling (power cap,
temperature, /0, ...)

Application source code improvements

change?
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A quick introduction to Allinea MAP:

File Edit View Window Help

Profiled: wave openmp on 1 process, 4 cores (4 per process) Started: Fri Nov 7 10:26:34 2014 Runtime: 30s. Hide Metrics...
.
Small data files appictionaciviey

CPU floating-point (%)
o - 70 (145avg)

Memory usage (kB)
44663 - 72221 (68,908 avg ) I

10:26:34-10:27:04 (29.975s): Main thread compute 14 %, OpenMP 21 %, Overhead 64 %, Sleeping © % | CPU floating-point 14.5 %; Memory usage 68,908 kB; Metrics,| Select All

< 5 % S | OWd Own © wave_openmp.c (3 |

AL 0% (I B O
S 1A

No instrumentation
Or recompilation ifnpuuomputl Project Files  Stacks | OpenMP Regions | l

iterations;

Stacks & X
Time A | MPI |Overhead | Function(s) on line Source Position |
B & wave_openmp [program]

B 7 main wave_openmp.c:324

Blupdate iterations = update (le wave openmp.c:357

41.0% [ [INIMN MEOIW D0 : wave openmp.c:230

P rove n at Ove r 37.4% [[I[LIIN UL (0L TOEIEE TR % update._omp_fn.0.constprop.1 #pragma omp parallel shared(newval, oldval, value.. wave openmp.c:213

16.2% [ ITIIAI 10 0 1l [1 : olaval[j] = values wave_openmp.c:229

aswlll B TINCT W1l 4.8 & omp_in_final #pragma omp parallel shared(newval, oldval, value. wave openmp.c:213

0.5% | | 3 others
CO res 0.1%| ®1 other
)

[Allinea Ultimate map-smoketest-scripts-5.0 0a3f65bcf767 Nov. 7 2014 4
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File Edit View Metrics Window Help
Profiled: slow fon 16 processes, 2nodes Sampled from: Thu 30. Jul 14:46:37 2015 for 67.4s Hide Metrics...

Main thread activity

CPU floating-point

13.9%
CPU power usage
60.0 W/node
System power usage
96.7 W/node
= o I,
36.8% il e ., 109 arr out(i,j) = sqrt(arr in(i,j) -
B R 110 arr out(i,j) = arr _out(i,j) * arr_iewwe
111 end do | 4
112 end do _I
113 end do B Pyl
the de
114
115 ! on a busy workstation some processes (
47.1% _ __ sessssss@R 116 | call MPI BARRIER(MPI COMM WORLD,ierr) g ini,
117 | |
P2y end do _ﬂ
1313 end do
114
115 ! on a busy workstation some processes often finish faster and wait 1
47.2% el 116 | call MPI BARRIER (MPI COMM WORLD, ierr)
117
Input/Output I Project Files Main Thread Stacks I Functions ]
Main Thread Stacks
T =L b soce “int 13.9 %; CPU power usage 60.0 W /node
iow program slow
[=I stride call stride SIOW.T9UI 11 =
1% e el 7. 1% mpi_barrier_ call MPI_BARRIZR (MPI_COMM_WORLD, ierr) slow.fo0:116
36.8% i, e - arr_out(i,j) = sqgrtlarr_in(i,j) - arr_in(i,j)) + sqgrtlarr_in(i,.. slow.f90:109 Lj

Alinea Forge 5.1-43857 [ & Main Thread View 4
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CPU fp vector
249 %

Hide Metrics...

CPU power usage
58.5 W/node

51.7 [T L e ""’ i L3
14:46:56-14:47:07 (11.533s, 17.1% of total): Main thread compute 100.0 %, MPI 0.0 % |

F sow.fo0 @ |
104 ! note: some compilers are able to optimize this trivi
1

105 the inner loops - in that case recompile with -00 ir

106 B do 1=1,150 Zoom[#] = ©
107 B do i=1,8000
0.1% 108 @ do j=1,2000
78 . 0% ik S 1 0° arr_out(i,j) = sqrt(arr_in(i,j) - arr_in(i,j)) +amwple by reordering =
20 . 8% L s il s didanbiaildy 120 arr_out(i,j) = arr_out(i,j) * arr_out(i,J) of the default -03
111 end do
112 end do
113 end do (arr_in(i,3) + arr_in(i,3))
114
%7 111 1 eha uwo - - -
CPU fp vector
34.5% J
CPU power usage
59.3 W/node
14:47:15-14:47:21 (6.204s, 9.2% of total): Main thread compute 100.0 %, MPI 0.0 % | CPU fp vector 34.5 %; CPU power usage 59.3 W/node; L]
F slow.fo0 £ I 8 X
113 end do Position I
114 slow.f90:1
115 ! on a busy workstation some processes often finish faster and wait here slow.fo0:11
116 | call MPI BARRIER(MPI COMM WORLD,ierr) 1) - slow.f0:109
slow.f90:110
117
118 ! efficient memory access pattern (incrementing i in the inner loop)
119 @ do 1=1,150
120 @ do j=1,2000
121 & do i=1,8000 5.1-43357 | 2 Main Thread View 4
g4 . 0% RN 1 > arr_out(i,j) = sqrt(arr_in(i,j) - arr in(i,j)) + sqrt(arr_in(i,3j)
LS T T arr _out(i,j) = arr_out(i,j) * arr_out(i,])
124 end do

allinea



Application-level Profiling for Users and Admins allinea
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MADbench2
16 processes, 1 node
sandybridge2

allinea \Ghseconcs (omimiten) Actionable metrics for each application run
PREEFPO?DMQNTCSE q‘;‘;{?ﬂ:?::z:?fiDD /16 readers + writers

Summary: MADbench2 is 1/0-bound inl (G P 1

The total wallclock time was spent as follows:

CPU 4% || i A breakdown of how the 4 .28% total CPU time was spent:

Time spentin MPI calls.
MPI - 413% - This is average; 1 .
- | lar numeri 4.9%
1o .y Time spent in flesystem Scalar nume cops 70 l
53.9% - This is high; check the |

This application run was |/O-bound. A breakdown of this time and advit

br instrumentation

Vector numericops 0.1% |
Memory accesses  95.0% N erhead

CPU MPI

A breakdown of how the 4.8% total CPU time was spent: Ofthe

Scalar numericops  4.9% | ’ Time it om er O 0 |

Vector numericops  0.1% | Time it

Memory accesses ~ 95.0% [ Estime .

Otrer 00 | esm | NE per-core performance is memory-bound. Use a profiler to

B e e S e, 128 identify time-consuming loops and check their cache performance. eTofo][ferzlile]gRWelg ([ef:Te
No time was spent n vectorized instructions. Check the compiler's L | . ) ) . ) I
ecloslon e o see ey loops codine e vecoeed " No time was spent in vectorized instructions. Check the compiler's

/o Mer vectorization advice to see why key loops could not be vectorized.

A breakdown of how the 53.9% total I/O time was spent: Per-pt

T 5% = r e ————
Time in writes 96.3% [ | Peak process memory usage 173 Mb [

Estimated read rate 272 Mb/s [N Peak node memory usage 172% N

Estimated write rate  7.06 Mois | The peak node memory usage is low. You may be able to reduce

. . y . . the total number of CPU hours used by running with fewer MP|
Most of the time is spent in write operations, which have a very low processes and more data on each process.
transfer rate. This may be caused by contention for the filesystem or )
inefficient access patterns. Use an I/O profiler to investigate which
write calls are affected.

allinea



Quantify gains immediately

CPU

A breakdown of the 94.6% CP

Scalar numeric ops 11.7% |

Vector numeric ops 0.0% |

Memory accesses 88.2% [N
|

Waiting for accelerators ~ 0.0%

The per-core performance is memory- bound Use a proﬁler to
identify time-cong

No time is spent i Energy
vectorization advi

— A breakdown of how the 3.6 Wh was used:

CPU 62.9% 1IN
System 37.1%
Mean node power 92.4 W [N
Peak node power 94w Il

Significant energy is wasted during MPlI communications. It may
be more efficient to use fewer nodes with more data on each

node.
o

Accelerators

A breakdown of ho

Significant time is spent waiting for memory accesses. Reducing
the CPU clock frequency could reduce overall energy usage.

GPU utilization 0.0% |
Global memory accesses  0.0% |
Mean GPU memory usage 0.0% |
Peak GPU memory usage 0.0% |

GPUs are available but are not used. Identify suitable hot loops with
a profiler and try offloading them to the accelerator.

The peak device memory usage is low. It may be more efficient to
offload a larger portion of the dataset to each device.

’»

CPU

A breakdown of the 70.2% CPU time:
Scalar numeric ops 2.5% |

Vector numeric ops 0.0%

|
Memory accesses 39.7% A
Waiting for accelerators 61.7% [l

Most of the time is spent waiting for accelerators. Use
asynchronaol

The per-corf E ne rg y

identify time

T A breakdown of how the 2.84 Wh was used:

CPU 28.4% B
System 71.6%

Mean node power

. Energy usage appears to be optimal.

163w [
Peak node power 175.8W [

Accelerators
A breakdown of how accelerators were used:
GPU utilization 92.5%
Global memory accesses  40.4%

Mean GPU memory usage  9.6%

Peak GPU memory usage  15.2%

Significant time is spent in global memory accesses. Try modifying
kernels to use shared memory instead and check for bad striding
patterns.

The peak device memory usage is low. It may be more efficient to
offload a larger portion of the dataset to each device.
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Trapped capacity at the application level

Base operational requirements on key
application behavior

ze(a) ,MPI_REAL,MPI_SUM,MPI_COMM WORLD, ierr)

Job size and node placement

e 5143357 Connected to: mark @two, vieldthoudht.com:443 | 2 Main Thread View |

What does
application-
level profiling

Predictive scheduling (power,
temperature, /0, ...)

Application source code improvements

change?
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Allinea Software: Energy Efficiency Research

Key ongoing
projects:

. Integration with SLURM to allow data-
and energy-aware scheduling decisions

. Energy cost model for superoptimizing
compiler

- Feed machine learning algorithm to
choose optimal compilation flags

research

allinea



Total Software Energy Reporting and Optimization

Superoptimizing

compiler

Machine Guided

Energy Efficient
Compilation

* MAP provides function-level performance

data to the compiler

« EMBECOSM’s stochastic superoptimizer

targets most energy-costly functions

* Reruns under MAP to measure impact of

changes

* Building on existing MAGEEC project for

embedded systems

» Uses machine learning to predict

compiler option combinations that boost
energy efficiency

» Extending to take additional data from

MAP in the input vector

allinea



Horizon 2020: Next Generation I/O for Exascale

Work Target: 50% reduction in energy to solution when compared to

package today’s systems

overview Target: 20x improved 1/O performance for real applications
Performance Reports will feed energy and I/O measurements
into the SLURM workload scheduler

Scheduler Preload data onto nodes before job starts or schedule work

inte grati on close to existing data location

Schedule compute-intensive jobs on cooler parts of the
system

Limit clock speed on jobs known to be memory-bound

allinea



Monitoring and improving application energy
efficiency
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allinea allinea < allinea
The problem we solve. ORTS x FORGE

Today: application-level Active research: energy-aware
energy profiling and trapped scheduling and
capacity reporting superoptimizing compilers

Allinea: high-performance

software tools for HPC
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High performance tools to debug, profile, and analyze your applications

Thank-you!
Q&A

Mark O’Connor, VP Product Management
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