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Background: why am I here?!
(and other important life 
questions)!

Monitoring and improving application energy 
efficiency!

Today: what can we do with 
application-level energy 
profiling?!

Active research: energy-aware 
scheduling, superoptimizing 
compilers, …!



Why am I 
here?!

Allinea Software!
High-performance 
software tools for 
HPC 

Performance 

Reliability 

Ease of use 



For debugging 
and profiling 

codes!

Allinea Forge: Development Tools!



For monitoring 
and tuning 

applications!

Allinea Performance Reports!



Customers!

Allinea Software!



What does 
system-level 

profiling 
change?!

System-level energy profiling!

Future system planning 

Understanding of peak load 
characteristics 

CPU clock speed / turbo boost 

Use of accelerators 

PUE computation and reporting 



What does 
application-
level profiling 

change?!

Application-level energy profiling!

Show trapped capacity per application run 

Base operational requirements on key 
application behavior 

Job size and node placement 

Predictive scheduling (power cap, 
temperature, I/O, …) 

Awareness + visibility in user and IT 
teams 

Application source code improvements 



Small data files 

<5% slowdown 

No instrumentation 
or recompilation 

Proven at over 
10,000 cores 

Application-level Profiling for Developers!

A quick introduction to Allinea MAP:!



Energy Profiling for Developers!



Energy Profiling for Developers!



Application-level Profiling for Users and Admins!

Actionable metrics for each application run 

No source code or instrumentation 
needed 

Scalable, low overhead 

Characterize real application workload 

Compare architectures, upgrades and more 



Quantify gains immediately!

CPU RUN GPU RUN 



What does 
application-
level profiling 

change?!

Application-level energy profiling!

Trapped capacity at the application level 

Base operational requirements on key 
application behavior 

Job size and node placement 

Predictive scheduling (power, 
temperature, I/O, …) 

Awareness + visibility in user and IT 
teams 

Application source code improvements 



Active 
research!

Allinea Software: Energy Efficiency Research!

Key ongoing 
projects: 

Integration with SLURM to allow data- 
and energy-aware scheduling decisions 

Energy cost model for superoptimizing 
compiler 

Feed machine learning algorithm to 
choose optimal compilation flags 



Total Software Energy Reporting and Optimization!

• MAP provides function-level performance 
data to the compiler 

• EMBECOSM’s stochastic superoptimizer 
targets most energy-costly functions 

• Reruns under MAP to measure impact of 
changes 

Superoptimizing 
compiler 

• Building on existing MAGEEC project for 
embedded systems 

• Uses machine learning to predict 
compiler option combinations that boost 
energy efficiency 

• Extending to take additional data from 
MAP in the input vector 

Machine Guided 
Energy Efficient 

Compilation 



Horizon 2020: Next Generation I/O for Exascale!

Work 
package 
overview 

Target: 50% reduction in energy to solution when compared to 
today’s systems 

Target: 20x improved I/O performance for real applications 

Performance Reports will feed energy and I/O measurements 
into the SLURM workload scheduler 

Scheduler 
integration 

Preload data onto nodes before job starts or schedule work 
close to existing data location 

Schedule compute-intensive jobs on cooler parts of the 
system 

Limit clock speed on jobs known to be memory-bound 



Allinea: high-performance 
software tools for HPC !

Monitoring and improving application energy 
efficiency!

Today: application-level 
energy profiling and trapped 
capacity reporting!

Active research: energy-aware 
scheduling and 
superoptimizing compilers!



Thank-you! 
Q&A!

Mark O’Connor, VP Product Management!


